Continuous Hyper-parameter Learning for Support Vector Machines
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Abstract. In this paper, we address the problem of determining optimal hyper-parameters for support vector machines (SVMs). The standard way for solving the model selection problem is to use grid search. Grid search constitutes an exhaustive search over a pre-defined discretized set of possible parameter values and evaluating the cross-validation error until the best is found. We developed a bi-level optimization approach to solve the model selection problem for linear and kernel SVMs, including the extension to learn several kernel parameters. Using this method, we can overcome the discretization of the parameter space using continuous optimization, and the complexity of the method only increases linearly with the number of parameters (instead of exponentially using grid search). In experiments, we determine optimal hyper-parameters based on different smooth estimates of the cross-validation error and find that only very few iterations of bi-level optimization yield good classification rates.

1. Introduction

In the field of machine learning much effort is put in developing new algorithms trying to beat the current record on diverse challenges and benchmarks. What all those methods have in common is that they only work as good as they have been fine-tuned by setting sensible parameters affecting the performance of the algorithms. The support vector machine (SVM) [9, 6, 19] as a particular instance of a machine learning algorithm is a very popular method for supervised classification that finds its application in several disciplines including bioinformatics, text and image recognition. Also for the SVM, setting good hyper-parameters strongly influences the classification performance. The aim of model selection is to find the hyper-parameters such that the performance of the learning algorithm is "optimal". Usually this is done manually, or via some combination of grid search and manual search.

Few parameters (1-2) can be set quite successfully based on the evaluation of the cross-validation (CV) error on a grid of possible parameter values. For many parameters, however, the problem is hard to solve because the search space grows exponentially in the number of parameters. Grid search can easily be parallelized, but one would still need access to a massive computational cluster to solve the problem in reasonable time.

In the past, attempts to reduce the complexity of machine learning algorithms in terms of the number of hyper-parameters have been made. E.g., it is common practice to use linear SVMs e.g. for image classification on pre-computed explicit feature maps of the data [22]. Another example is the concept of multiple kernel SVMs where kernels with different fixed bandwidths are combined using weighted sums of them [1, 21, 11]. Here, the weighting factors are directly included in the training objective of the SVM.

More recent literature suggests that especially in the field of computer vision there is increased popularity of large hierarchical models [3] such as Convolutional Neural Networks [14] or Deep Belief Nets [12] which inherently have a large number hyper-parameters to set.

The idea of using bi-level optimization for determining hyper-parameters is not entirely new. Knapuli et al. [15] have investigated a similar approach to ours, but they use different methods to deal with the optimization problem and only use available standard solvers which limits them to experiments with a linear SVM. Another approach to use gradient methods to solve the parameter selection problem also for kernel SVMs can be found in [7]. They seek to minimize smoothed estimates of the generalization error.
of the SVM w.r.t. the hyper-parameters, however, their investigations are restricted to use error measures where the gradient to the hyper-parameters can directly be computed.

Our contribution is an attempt to solve the model selection problem for linear and kernel SVMs, with extension to several kernel parameters using a bi-level optimization approach. We develop a general optimization scheme that allows for continuous hyper-parameter learning based on estimates of the cross-validation error.

**Outline.** This paper is organized as follows: In Section 2 we discuss typical methods for hyper-parameter optimization such as grid search methods. In Section 3 we develop the bi-level solution for the SVM in general and extend it to optimize several kernel parameters. Furthermore we discuss the choice of a smoothed higher level loss function to estimate the classification performance. In Section 4 we evaluate the proposed method and compare the different performance measures. In Section 5 we conclude the paper.

2. Grid search and random search

Throughout the machine learning literature, grid search is the chosen method to determine hyper-parameters. It is common practice to estimate the performance of a learning algorithm based on a $T$-fold cross-validation error $H$ (e.g. [10]). Here, the error is determined on the data that has not been used for training in the respective fold. The hope is that the performance of the learning algorithm based on the $T$ validation sets $\text{data}_{t=1,:T}^{(\text{val})}$ can be successfully transferred to the test set.

Inspired by the discussion about hyper-parameter optimization and grid search/random search in [3], we formalize the problem of hyper-parameter optimization in terms of discrete sets as follows. Let $\theta$ be a set of hyper-parameters with cardinality $S$ and $\theta_k$ one possible configuration out of $K$ in the discrete search space. Let $w_t(\theta)$ be the separating hyperplane obtained by the SVM training algorithm on training set $t$ using the hyper-parameters $\theta$. The minimization problem addressed by grid search can be written as

$$\arg \min_{\theta \in \{\theta_1,:\theta_K\}} \sum_{t=1}^T H(\text{data}_{t}^{(\text{val})}, w_t(\theta)). \quad (1)$$

For the SVM a typical set of hyper-parameters is e.g. $\theta = (c, \gamma)$: The regularization parameter $c$ controlling the margin and the bandwidth $\gamma$ of a Gaussian kernel. From this formulation, we can easily deduce that grid search suffers from the curse of dimensionality: Each hyper-parameter $\theta_1, ..., \theta_S$ from the set $\theta$ can take a set of values $V_1, ..., V_S$. Then the number of grid search trials is calculated by counting every possible combination of values:

$$\# \text{trials} = \prod_{s=1}^S |V_s| \quad (2)$$

Often, a grid search procedure is accompanied by some degree of manual search to identify promising value sets $V_s$ for each component of $\theta$. Another practical strategy to alleviate the grid search procedure is to perform first a coarse search to identify interesting parameter ranges, and then consequently re-do the grid search on a finer grid. Given access to a computational cluster, grid search can be easily parallelized and run on the distributed system. It is also common to assign a certain computational budget to perform grid search (e.g. measured in trials).

There have been some attempts to tackle the problem of model selection other than grid search e.g. using Bayesian optimization [20], sequential model based optimization [13], or a random search approach by [3]. Using random search [3] better or equal results in hyper-parameter optimization can be achieved compared to standard grid search, using a reduced computational budget. These approaches are interesting if the cardinality of the set $\theta$ exceeds $S = 2$, but they cannot be used for arbitrarily high numbers of parameters (in [3] results are presented for $S \leq 32$; determining hyper-parameters for a Deep Belief Network).

What all those approaches neglect is the fact that e.g. for SVMs the hyper-parameters are continuous. Through the discretization, we always lose accuracy in the possible solution. In our approach to solve the hyper-parameter optimization problem on the example of SVMs we exploit this property.

Moreover, grid search or random search procedures are not adaptive. Only by manual intervention, the course of the experiments can be altered such that irrelevant parameter values are not further explored. For the application to SVMs, we propose a continuous bi-level optimization scheme that is indeed adaptive and performs continuous optimization on the (smoothed) error surface we typically get calculating a full grid search.

We will see another advantage of the bi-level optimization scheme: The complexity only grows linearly in the number of hyper-parameters. For each hyper-parameter we want to determine, we
have one additional gradient to compute (see Eq. \[12\] \[16\] \[19\] \[23\]). This makes the method also applicable to more complex formulations of SVMs such as kernel SVMs with highly parametrized kernels or for learning hyper-parameters for a multiple kernel SVM.

3. Proposed method

3.1. Preliminaries

In this paper we use a soft margin formulation of the support vector machine. Assuming training examples \(x_i \in \mathbb{R}^{1 \times D}\) with \(i = 1, ..., N\) and their labels \(y_i \in \{-1, 1\}\) we can write the optimization objective for the linear SVM as follows:

\[
\min_{w,b,\xi} \frac{c}{2} \|w\|^2 + \sum_{i=1}^{N} \xi_i \\
\text{s.t. } y_i (\langle w, x_i \rangle + b) \geq 1 - \xi_i \quad \xi_i \geq 0.
\] (3)

Starting from the primal formulation using the slack variables \(\xi_i\) we can write the SVM objective function in its unconstrained form in terms of a loss function \(\ell(.)\) (like e.g. in [6]):

\[
w^*(\theta) \in \arg \min_{w,b} \left\{ \frac{c}{2} \|w\|^2 + \sum_{i=1}^{N} \ell(w, b, x_i, y_i) \right\}. \tag{4}
\]

Solving the SVM gives us the optimal soft-margin hyperplane defined by \(w^*\). It is influenced by the regularization parameter \(c\) which controls the trade-off between maximizing the margin and minimizing the misclassification error. The loss function in Eq. 4 is the exact Hinge loss

\[
\ell(w, b, x_i, y_i) = \max(0, 1 - y_i (\langle w, x_i \rangle + b)). \tag{5}
\]

It will turn out in Eq. 7 that we require the SVM objective to be twice continuously differentiable, thus we introduce a smooth approximation [23] of Eq. 5 parametrized with \(\mu\):

\[
\ell_\mu(w, b, x_i, y_i) = \frac{1}{\mu} \log(1 + e^{-\mu(y_i (\langle w, x_i \rangle + b) - 1)}) \tag{6}
\]

In [23] it is shown that \(\ell_\mu(.)\) converges to \(\ell(.)\) as \(\mu \to \infty\). The actual choice of \(\mu\) will be discussed in Section 4. Solving the SVM we obtain an optimal soft-margin classifier, but the quality of the solution depends on how we choose the hyper-parameter \(c\). We want to set this parameter such that the CV error on the given data is minimal.

3.2. Bi-level formulation

In the following, we want to formulate the model selection problem as a bi-level optimization problem. Bi-level optimization is a mathematical concept involving a higher level optimization problem with another (lower level) optimization problem as its constraint [8]. The aim is to find the hyper-parameters yielding the minimal cross-validation error subject to the SVM solved using those parameters. The challenge is to set the error measure in connection to the hyper-parameters because it is typically not directly dependent on the hyper-parameters, but only via the optimal hyperplane defined by \(w^*\) obtained by minimizing the SVM’s energy function \(E\). This relation is depicted in Fig. 1.

![Figure 1. Schema of the bi-level problem.](image)

Formally, we can write:

\[
\min_{\theta} \sum_{t=1}^{T} H(w_t(\theta), \Xi_t, \eta_t) \\
\text{s.t. } w_t(\theta) \in \arg \min_{w_t} E(w_t, \theta, X_t, y_t) \tag{7}
\]

For simplicity, we use matrix notation in the derivations. Let us define the important symbols. The training set we are given is divided into a training set to calculate the SVM classifier and a validation set to estimate the performance of the trained classifier.

We use an augmented weight vector defined as \(w \in \mathbb{R}^{1 \times D}\) with \(D\) the number of feature dimensions of the input data plus one, including bias \(b\) in the end. The training examples \(x_i \in \mathbb{R}^{1 \times D}\), \(i = 1, ..., N\) are condensed in the matrix \(X \in \mathbb{R}^{N \times D}\), the validation examples \(\zeta_t \in \mathbb{R}^{1 \times D}\) are condensed in the matrix \(\Xi \in \mathbb{R}^{L \times D}\). Both \(X\) and \(\Xi\) contain a column of ones in the end for handling the bias implicitly. \(N\) and \(L\) are the numbers of examples in the training and validation set, respectively. The vectors \(y \in \mathbb{R}^{N \times 1}\) and \(\eta \in \mathbb{R}^{N \times 1}\) contain the class labels \(y_i, \eta_i \in \{-1, 1\}\) for the data. \(\theta\) is the column vector
of hyper-parameters for the SVM, in the linear case $\theta = c$. There are $t = 1, ..., T$ sets of training and validation data for $T$-fold cross-validation.

To solve the problem in Eq. [1] we need to reformulate it. We use a Lagrange multipliers $\lambda_t$ to deal with the lower level constraints:

$$L(w_t, \lambda_t) = \sum_{t=1}^{T} \left[ H(w(\theta_t), \Xi_t, \eta_t) + \left< \lambda_t, \frac{\partial E}{\partial w_t} \right> \right].$$  \hspace{1cm} (8)

We will use the unconstrained form of the bi-level problem from Eq. [8] to calculate the desired gradient $\frac{\partial L}{\partial \theta}$ via implicit differentiation. This gradient is used to determine the optimal hyper-parameters for the SVM.

For $\theta^*$ to be a local minimizer of Eq. [8] the necessary KKT optimality conditions [4] are given by

$$G(w, \theta, \lambda) = \left\{ \begin{array}{c}
\frac{\partial H}{\partial w_1} + \frac{\partial E}{\partial w_1} \lambda_1 \\
\vdots \\
\frac{\partial H}{\partial w_T} + \frac{\partial E}{\partial w_T} \lambda_T \\
\frac{\partial E}{\partial \theta_1} \\
\vdots \\
\frac{\partial E}{\partial \theta_N} \\
\end{array} \right\} = 0. \hspace{1cm} (9)

From the structure of Eq. [9] we observe that the SVM’s energy function has to be twice continuously differentiable. This fact gives rise to use the smooth approximation of the Hinge loss in Eq. [6]. Likewise, we also need a smooth approximation of the CV error as a higher level loss function $H(.)$ (see discussion in Section 3.2.6).

The system of equations Eq. [9] can be reduced by firstly solving the optimality conditions of the SVM for fixed $\theta$ for each fold $t$ up to sufficient accuracy (the last $T$ lines of Eq. [9] are therefore eliminated). Hence we get $w_t^*$ which is then used in the remainder of the equations. From the first $T$ equations we can calculate the Lagrange multipliers $\lambda_t$ using the inverse Hessian of the SVM’s energy function:

$$\lambda_t = -\left( \frac{\partial^2 E}{\partial w_t^2} \right)^{-1} \frac{\partial H}{\partial w_t^*}.$$  \hspace{1cm} (10)

Consequently we obtain the main result:

$$\frac{\partial L}{\partial \theta} = \sum_{t=1}^{T} \frac{\partial H}{\partial w_t^*} \frac{\partial E}{\partial \theta} - \frac{\partial^2 E}{\partial w_t^2} \left( \frac{\partial^2 E}{\partial w_t^2} \right)^{-1} \frac{\partial H}{\partial w_t^*}. \hspace{1cm} (11)$$

This gradient is used for optimizing the hyper-parameters. Observe that in case of the linear SVM (Eq. [4]) the gradient $\frac{\partial L}{\partial \theta}$ reduces to

$$\frac{\partial L}{\partial \theta} = T - \frac{\partial^2 E}{\partial w_t^2} \left( \frac{\partial^2 E}{\partial w_t^2} \right)^{-1} \frac{\partial H}{\partial w_t^*}.$$  \hspace{1cm} (12)

because the derivative of the higher level loss function $H(.)$ is zero w.r.t. $c$. So far, we have developed the bi-level solution for the linear SVM. In the following, we show that the concept can easily be extended for kernel SVMs.

3.3. Extension to kernel SVMs

First, we have to formulate the lower level problem - the energy function of the SVM - in terms of a kernel function $k(x, x_i)$. We use again a primal, unconstrained formulation of the SVM’s energy (like in [6]). Instead of the weight vector $w$, we introduce a weight vector $\alpha \in \mathbb{R}^{N \times 1}$ with $N$ the number of training examples.

$$\alpha^*(\theta) = \arg \min_{\alpha} \left\{ \frac{c}{2} ||\alpha||^2 + \sum_{j=1}^{N} \ell_j(f(x_j), y_j) \right\} \hspace{1cm} (13)$$

with

$$f(x) = \sum_{i=1}^{N} \alpha_i k(x, x_i) \quad \text{and} \quad ||\alpha||^2 = \sum_{j=1}^{N} \sum_{i=1}^{N} \alpha_i \alpha_j k(x_j, x_i) = \alpha^T K \alpha.$$  \hspace{1cm} (14)

The kernel matrix $K \in \mathbb{R}^{N \times N}$ is composed of matrix elements $k(x_j, x_i)$.

Rewriting Eq. [13] in matrix form using $k_j \in \mathbb{R}^{1 \times N}$ for describing a row of matrix $K$, we get

$$\alpha^*(\theta) = \arg \min_{\alpha} \left\{ \frac{c}{2} \alpha^T K \alpha + \sum_{j=1}^{N} \ell_j(k_j \alpha, y_j) \right\} = \arg \min_{\alpha} E(\alpha, \theta, K, y).$$  \hspace{1cm} (15)

For the non-linear case, the SVM’s energy function used in the bi-level solution stated in Eq. [9], [10] and [11] is replaced by $E(\alpha, \theta, K, y)$. After the change of the weight vector $w$ to $\alpha$ and of the data matrices $X$ and $\Xi$ to their corresponding kernels $K \in \mathbb{R}^{N \times N}$ and $K \in \mathbb{R}^{L \times N}$, the former results are directly applicable.

In the case of a simple Gaussian kernel with bandwidth $\gamma$ we have $\theta = (c, \gamma)^T$ and

$$\frac{\partial L}{\partial \theta} = \frac{\partial L}{\partial c} \left( \frac{\partial L}{\partial \gamma} \right).$$  \hspace{1cm} (16)

The derivative $\frac{\partial H(\alpha(\theta)_t, K_t, \eta_t)}{\partial \theta}$
from Eq. \[11\] is non-vanishing any more due to the dependence of the kernelized data to the kernel parameters.

### 3.4. Generalization to many kernel parameters

Assuming a Gaussian kernel having \(d = 1, ..., D\) parameters, one for each feature dimension of input data, we can write down one element of the kernel matrix:

\[
k(x_j, x_i) = \exp(-\sum_{d=1}^{D} \gamma_d (x_{jd} - x_{id})^2).
\]  

(18)

The gradient \(\frac{\partial L}{\partial \gamma}\) is extended to

\[
\frac{\partial L}{\partial \gamma} = \left( \frac{\partial L}{\partial \gamma_1}, \frac{\partial L}{\partial \gamma_2}, \ldots, \frac{\partial L}{\partial \gamma_D} \right)^T
\]  

(19)

and the entries of the gradient vector are computed according to Eq. \[11\].

### 3.5. Multiple kernel bi-level SVM

We demonstrate in this section that the bi-level optimization scheme can directly be applied to determine parameters for a multiple kernel model \([11, 21, 11]\). There are different application scenarios for multiple kernel models: They can be used to combine different subsets of heterogeneous features or to combine different feature representations of the data.

We define the model as follows: Let \(p = 1, 2, ..., P\) be the partitions (i.e., equivalent to the number of kernels used) each of which is of dimension \(D_p\). A training example can be written as concatenation of \(P\) feature subsets \(x_i = \{x_{i1}, x_{i2}, ..., x_{iP}\}\) whereas \(x_{ip} \in \mathbb{R}^{D_p \times 1}\). A kernel element \(k_\beta\) of the new kernel matrix \(K_\beta \in \mathbb{R}^{N \times N}\) is

\[
k_\beta(x_j, x_i) = \sum_{p=1}^{P} \beta_p k_p(x_j, x_i).
\]  

(20)

With \(k_\beta\) being a row of the matrix \(K_\beta\) the SVM’s energy function becomes

\[
\alpha(\theta) = \arg\min \left\{ \frac{C}{2} \alpha^T K_{\beta} \alpha + \sum_{j=1}^{N} \ell_{ij}(k_\beta(\alpha, y_j)) \right\}.
\]  

(21)

The vector of hyper-parameters \(\theta\) now contains the \(\gamma_p\) for each sub-kernel and the weighting factors \(\beta_p\):

\[
\theta = (c, \gamma_1, \gamma_2, ..., \gamma_P, \beta_1, ..., \beta_P)^T.
\]  

(22)

Analogous to the previous derivations, we can write the gradient \(\frac{\partial L}{\partial \theta}\) as follows:

\[
\frac{\partial L}{\partial \theta} = \left( \frac{\partial L}{\partial \gamma_1}, \frac{\partial L}{\partial \gamma_2}, ..., \frac{\partial L}{\partial \gamma_P}, \frac{\partial L}{\partial \beta_1}, ..., \frac{\partial L}{\partial \beta_P} \right)_{\beta=\beta_p}.
\]  

(23)

Our bi-level learning approach makes it possible to treat the kernel combination weights as hyper-parameters and also the parameters for the base kernels can be learnt. Next, we discuss the choice of the higher level loss function \(H(\cdot)\).

### 3.6. Higher level loss function

Due to the nature of our continuous optimization, we need a differentiable estimate of the generalization error. This is ideally a smoothed version of the actual hard classification rate e.g. described by the zero-one loss which assigns constant error to wrongly classified examples and zero error to correct examples.

In this paper we investigate three different higher level loss functions and compare them according to their meaningfulness for estimating the performance of the SVM. We use a smoothed version of the zero-one loss:

\[
H(w, \Xi, \eta) = \frac{1}{\exp(\mu(\eta \circ (\Xi w^T))) + 1}
\]  

(24)

with smoothing parameter \(\mu = 12\). However, the zero-one loss is a non-convex function which might be a disadvantage for the optimization process.

The other functions we reviewed were the smoothed Hinge loss function

\[
H(w, \Xi, \eta) = \sum_{i=1}^{N} \ell_{\mu}(w, b, \zeta_i, \eta_i)
\]  

(25)

as well as the mean squared error on the classification

\[
H(w, \Xi, \eta) = \frac{1}{2L} \|\Xi w^T - \eta\|_2^2.
\]  

(26)

The MSE calculates the mean squared distance of the examples to the class labels (or, otherwise put, to the margins). Intuitively, the smoothed Hinge loss function should yield a better estimate of the hard classification error than the MSE because it assigns no error to correctly classified examples up to the margin and a linear increasing error for examples inside the margin and to wrong examples. Both MSE and Hinge loss are convex functions, and the MSE is particularly easy to differentiate.

On toy experiments, we found that the Hinge loss and the zero-one loss perform better on oddly shaped
datasets (imbalanced, with outliers) than the MSE (see Fig. 2). Using the MSE (green area) the bi-level SVM tends to learn a larger margin than using the Hinge loss (blue area), and the margins are pulled towards the barycenter of the data distribution. There was no difference in the behaviour between Hinge/zero-one loss in this case. However, in our experiments using real world data sets also the MSE performs quite well suggesting a good generalization capability.

Figure 2. Margins and hyperplanes on an imbalanced toy data set for Hinge loss (blue) and MSE (green) as a higher level loss function.

4. Experimental Results

In our implementation we used the LBFGS-B optimization algorithm to solve the higher level optimization problem, see [5]. For solving the lower level problems (the SVM) we used FISTA [2]. For the experiments, we used several data sets from the UCI machine learning repository [6] (diabetes, ionosphere, heart, seeds, parkinson). The aim of the experiments is to show how the classification results using the hyper-parameters determined via the bi-level optimization scheme compare to the results of the traditional grid search procedure. In particular, we focus on evaluating the effectiveness of the higher level loss function approximations. Furthermore, we show results for two settings using an increased number of hyper-parameters as well as results for an image classification experiment.

The smoothing parameter $\mu$ from Eq. 6 and 25 was chosen as big as possible as long as the outer level optimization does not fail (due to the Hessian becoming ill-conditioned when it is very sparse). The initial values $\theta$ for the bi-level optimization were set randomly due to the fact that their choice is not critical: Usually the bi-level program converges to the same $\theta^*$ for different initial values given sufficient accuracy of the solution of $w^*$.

4.1. Illustrative examples

First, we have a look at how the hard classification rates vary in the hyper-parameters and how the higher level loss functions we mentioned earlier “fit” to the achieved classification performance. For this reason, we show two examples. First, results using a linear bi-level SVM on the diabetes data set are shown in Fig. 3. On the y axis the CV error rate and the test error rate are shown as well as the higher level loss function values. The MSE is plotted in dashed blue, the approximated Hinge loss in solid red and the smooth zero-one loss in solid green. The errors are plotted over the regularization parameter $c$ and have been determined via grid search. We point out that the error values are not directly comparable hence we rescale them for better comparison.

![Figure 3. Comparing hard classification rates and the corresponding higher level loss function values over $c$ using a linear SVM on the diabetes data set.](http://archive.ics.uci.edu/ml)

We observe that the minima of the CV and test classification error rates do not coincide exactly but the magnitudes are consistent. The smoothed Hinge loss seems to model the actual CV classification rates quite well, and the zero-one loss approximation fits even better (as expected). Their minima lie in the area of lowest classification error rates. The MSE does not correspond to the error rates, but still has the minimum in a reasonable area.

The second example shown in Fig. 4 illustrates the dependency of the kernel parameter $\gamma$ of a simple RBF kernel SVM for a fixed $c$ on the same (diabetes) data set. Here, the CV and test error rates have
Figure 4. Comparing hard classification rates and the corresponding higher level loss function values with fixed $c$ over $\gamma$ using a kernel SVM on the diabetes data set.

again similar minima, and in this case, also all three flavours of higher level loss functions share approximately the same minima. For the MSE, we observe and additional local minimum at $\gamma \approx 5.5$ which is an unwanted property for optimization. At this point, no clear answer can be given which of the higher level loss functions is the best.

4.2. Classification rates for different settings

In Tab. 1 we summarize the CV and test error rates obtained by the linear and kernel bi-level SVM as well as the respective rates obtained using grid search on a comparable computational budget measured in trials. Each trial consists of the evaluation of the SVM for $T$ folds for one set of hyper-parameters. The number of folds in our experiments was chosen with $T = 5$. Surprisingly, often the MSE yields good test classification rates, sometimes even best values, even though the CV error does not usually yield lowest rates. Here, often Hinge loss and sometimes zero-one loss lead to better results. In terms of number of trials used for optimization, the zero-one and Hinge loss are the best. Given the low computational budget assigned for grid search, only for one data set better rates were achieved (seeds), even though it is quite possible that grid search can outperform the bi-level approach using more trials in the linear/simple kernel case because the exact classification rates are taken to decide which set of hyper-parameters is best. However, as we will see in the following experiments, the classification rates can be significantly improved by using a more complex kernel for which it will be difficult to achieve a good result using exhaustive grid search.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Type</th>
<th>CV Err.</th>
<th>Test Err.</th>
<th>Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>Lin01loss</td>
<td>24.13</td>
<td>20.33</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>LinHinge</td>
<td>24.13</td>
<td>20.66</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>LinMSE</td>
<td>25.87</td>
<td>19.67</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>LinGrid</td>
<td>24.34</td>
<td>20.66</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Ker01loss</td>
<td>22.17</td>
<td>18.03</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>KerHinge</td>
<td>21.30</td>
<td>17.70</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>KerMSE</td>
<td>18.70</td>
<td>20.98</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>KerGrid</td>
<td>25.00</td>
<td>19.02</td>
<td>50</td>
</tr>
<tr>
<td>Ionosph.</td>
<td>Lin01loss</td>
<td>12.86</td>
<td>8.57</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>LinHinge</td>
<td>11.43</td>
<td>7.86</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>LinMSE</td>
<td>16.19</td>
<td>7.86</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>LinGrid</td>
<td>14.29</td>
<td>8.57</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Ker01loss</td>
<td>0.95</td>
<td>2.85</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>KerHinge</td>
<td>2.86</td>
<td>3.57</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>KerMSE</td>
<td>3.81</td>
<td>2.86</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>KerGrid</td>
<td>13.81</td>
<td>4.29</td>
<td>50</td>
</tr>
<tr>
<td>Heart</td>
<td>Lin01loss</td>
<td>15.79</td>
<td>15.00</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>LinHinge</td>
<td>14.21</td>
<td>13.75</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>LinMSE</td>
<td>17.37</td>
<td>15.00</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>LinGrid</td>
<td>18.95</td>
<td>13.75</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Ker01loss</td>
<td>15.26</td>
<td>15.00</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>KerHinge</td>
<td>14.74</td>
<td>13.75</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>KerMSE</td>
<td>17.89</td>
<td>13.75</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>KerGrid</td>
<td>18.95</td>
<td>15.00</td>
<td>50</td>
</tr>
<tr>
<td>Seeds</td>
<td>Lin01loss</td>
<td>6.00</td>
<td>10.00</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>LinHinge</td>
<td>6.00</td>
<td>10.00</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>LinMSE</td>
<td>7.33</td>
<td>11.67</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>LinGrid</td>
<td>9.33</td>
<td>9.33</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Ker01loss</td>
<td>2.00</td>
<td>8.33</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>KerHinge</td>
<td>1.33</td>
<td>8.33</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>KerMSE</td>
<td>7.33</td>
<td>6.67</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>KerGrid</td>
<td>10.67</td>
<td>10.00</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 1. Summary of classification rates on several datasets comparing the CV and test errors and the number of trials used. Results are reported for the linear (‘lin’) and kernel (‘ker’) SVM using the MSE, Hinge or zero-one (‘01loss’) higher level loss functions.

4.3. Learning multiple parameters

Learning one parameter $\gamma_d$ per feature dimension. For this experiment, the seeds data set was used ($D = 8$). The results are summarized in Tab. 2.

Learning parameters $\gamma_p$ and $\beta_p$ for a multiple kernel SVM. For this experiment the parkinson data set was used [16]. The data contains 21 measurements of different orders of magnitude. Using the multiple kernel SVM we are able to combine the features into $P$ groups of similar magnitude, and set the parameters $\gamma_p$ and $\beta_p$ via the bi-level optimization procedure. The results are summarized in Tab. 3. We achieve good results using no pre-processing and no filtering of correlated features compared to the original paper [16] where they report a test classification rate of $8.2\% \pm 2$. We observe an exceptionally low
number of necessary trials using the zero-one loss for both experiments, and very good test classification rates for Hinge and zero-one loss.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Type</th>
<th>CV Err.</th>
<th>Test Err.</th>
<th>Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seeds</td>
<td>MSE</td>
<td>0.67</td>
<td>3.33</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>Hinge</td>
<td>0</td>
<td>3.33</td>
<td>119</td>
</tr>
<tr>
<td></td>
<td>01loss</td>
<td>2.04</td>
<td>7.27</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 2. Results using a bi-level kernel SVM with \(\gamma_D\) parameters.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Type</th>
<th>CV Err.</th>
<th>Test Err.</th>
<th>Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parkinson</td>
<td>MSE</td>
<td>0</td>
<td>9.09</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>Hinge</td>
<td>8.75</td>
<td>7.27</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>01loss</td>
<td>2.04</td>
<td>7.27</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 3. Results using a bi-level multiple kernel SVM.

4.4. Image classification

The following image classification experiment was conducted on the Graz02 data set [18]. For feature extraction the VLFeat Library [2] was used. The data was pre-processed according to a bag of visual words model using PHOW features, a variant of SIFT features extracted at several scales [17]. Moreover, for this task we use exponential \(\chi^2\) kernels because they show naturally better performance on histogram data compared to RBF kernels [24].

![Confusion Matrix, mAcc = 70.00%](http://www.vlfeat.org/)

Figure 5. Resulting confusion matrix using a bi-level kernel SVM and the Hinge loss as a higher level loss function.

![Confusion Matrix, mAcc = 73.33%](http://www.vlfeat.org/)

Figure 6. Resulting confusion matrix using a bi-level kernel SVM and the MSE as a higher level loss function.

In Fig. 5 and Fig. 6 we compare the classification results for each of the four classes in the Graz02 data set, namely bike, cars, person and none (the background class). For training we used 60 images per class, and 30 for testing. Overall the accuracy using the MSE is better, but if we do not regard the background class the results using the Hinge loss are superior. By construction, the data for learning 1 vs. rest classifiers is imbalanced due to the low number of positive examples. That might explain why MSE performs worse than Hinge loss in the image classification example. The results using the kernel bi-level SVM were obtained using a mean of 9 trials per each 1 vs. rest classifier that was trained using Hinge loss and 8 trials using the MSE. The results of grid search and evaluating the CV error rate to determine the best hyper-parameters using 50 trials are shown in Fig. 7.

![Confusion Matrix, mAcc = 73.33%](http://www.vlfeat.org/)

Figure 7. Resulting confusion matrix using a kernel SVM and grid search using 50 trials.

We obtain a baseline of classification results on this data set for the relevant classes bike, cars and person.

5. Conclusion

In this paper, we presented a novel bi-level optimization scheme that is able to perform continuous hyper-parameter optimization for linear and kernel SVMs based on different smoothed estimates of the CV error rate. Very good test classification rates are obtained using only a tiny fraction of trials that would be necessary to perform exhaustive grid search which makes the method very practical. High potential lies in the optimization of several kernel parameters: The classification rates are better than using only a simple kernel and optimizing the parameters is easy using the bi-level optimization approach. In the case of optimizing one or two parameters only, a very fine grid search might lead to better results than the bi-level approach because the exact classification errors are minimized, but at a much higher computational cost.
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